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- In this work, we argue that such regularizers are not actually required.

- Our objective is to restore images corrupted by known 
degradations, without any training (fully unsupervised).

1) A conservative optimizer (normalized gradient decent)

2) A progressive (three-phase) latent extension

- They introduce regularization hyperparameters which tradeoff 
between quality of fit and realism. 

- These hyperparameters are not robust, and must be adjusted 
for each task:

Using gradient descent, these methods invert the generative process to 
find an image which matches the target once degraded in the same way.

- Instead, we propose combining:

We compare our method to PULSE and L-BRGM on upsampling, inpainting, denoising, and deartifacting, at 
five different levels of degradation (extra-small “XS” to extra-large “XL”) 

Additionally, we use 3) a multiscale LPIPS loss.

“Initialization is the best regularization”

- Many existing approaches (PULSE, L-BRGM) exploit a 
pretrained StyleGAN generator:

website: https://lvsn.github.io/RobustUnsupervised/ 

In this work, we propose a method which is robust.

Previous works use regularizers to remove artifacts 
introduced by the optimization process, 

while our careful optimization avoids introducing 
them in the first place

Without hyperparameters to adjust, working solutions for  
different degradations can be combined without any change:

- For both baselines, we perform a hyper-parameter search for the best possible accuracies. 
- For our method, we use the same hyperparameters found on a validation set. 

More realisticBetter fit

Most artifacts are introduced by the Adam optimizer 

DISCUSSION
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DISCUSSION

- We can easily use the same approach for 
different datasets. 

- But, can StyleGAN be trained with a general-
purpose purpose dataset? (See GigaGAN) 

- Can the degradations models be inferred? 
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