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TrackPGD: Efficient Adversarial Attack using Object Binary Masks 
against Robust Transformer Trackers

▪ TrackPGD builds the adversarial noise from the binary mask to 

attack transformer trackers.

▪ A new loss in TrackPGD loss is proposed to mislead visual 

trackers in providing an accurate binary mask. 

▪ Experimental results also demonstrate that the perturbations 

generated by TrackPGD have a great influence on bounding 

box predictions in tracking benchmarks.

Proposed Method
Our goal is to mislead transformer trackers into predicting 
inaccurate bounding boxes across video frames. 

Contributions

Role of Difference Loss: L∆

Object Binary Mask Evaluation

Object Bounding Box Evaluation

Main Takeaway. Although, the vanilla SegPGD losses also 
generate inaccurate binary masks, the mask impairment caused 
by L∆ is significantly greater. 

Main Takeaway. The optimal performance occurs when both 
loss terms are active with intermediate values, showing that 
neither term alone achieves the best results. 

Main Takeaway. The efficacy of TrackPGD is validated through 
comprehensive experiments on various transformer and non-
transformer networks on popular datasets.
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TransT-SEG          RTS

Fine Tuning the hyperparameters
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