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Stage 1: pretraining
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Stage 2: fine-tuning
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Detecting related bases

feature extractor
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Associative alignment

feature extractor



• Centroid Alignment
• Adversarial Alignment

Associative alignment



Centroid alignment
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Centroid alignment
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Adversarial alignment
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Adversarial alignment
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before alignment after alignment

t-SNE visualization



feature extractor

Strong baseline



Strong baseline
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Experiments

- Object recognition

• miniImageNet
• tieredImageNet
• FC100

- Fine-grained classification  

• CUB 

- Cross-domain adaptation 

• from miniImageNet to CUB

Datasets

- Conv4

- ResNet-18

- WRN-28-10

Backbones
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Cross domain: from miniImageNet to CUB
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Summary 
Our approach: 

• prevents overfitting without restricting the learning capacity of the network

• does not need any additional data

• can easily apply to any backbones without any extra learning modules

https://lvsn.github.io/associative-alignment/



Thank you for your attention!


