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MOTIVATION
Lighting is crucial for realistic rendering
We aim at recovering all light sources (in red) from a single, lim-
ited FoV image (in purple), including HDR intensities:

Incorrect lighting Correct lighting Panorama

WHY A PARAMETRIC OUTPUT?
Previous work [1] obtained good results by directly predicting a
360◦ HDR panorama
Why choose a parametric representation instead?

Non-parametric [1] Parametric (ours)
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Single, global estimation Local lighting estimation
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100 000 panoramas required
at training time
127 ms/image
Non-editable

7.9M network params
2000 panoramas required at
training time
51 ms/image
Intuitive to edit

RESULTS ON ARTISTIC IMAGES (INSET: ORIGINAL STOCK PHOTO)

SPHERICAL GAUSSIANS
We model each light as a spherical gaussian
Besides an overall ambient term a, each light source Si is param-
etrized according to its position li, size si, and intensity/color ci:

f(P,u) =
N∑
i=1

ci exp
li · u− 1

1
4π si

+ a , where u is a unit vector

Parametrization P approximates well a panorama, energy-wise
Intrinsically support near light effects, and differentiable
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NETWORK ARCHITECTURE AND TRAINING
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Training step 1
Parametric ground truth and predic-
tions are projected onto panoramas
L2 loss applied between panoramas

Training step 2
Direct loss on the parameters
Predicted positions l assign predic-
tions to the closest light
Depth estimation head is trained

USER STUDY
Comparison with other methods across 19 scenes (49 participants)
Task: pick the most realistic render (ground truth against method)

Ground truth Karsch et al. [2] Non-param. [1] Ours

Percentage of time each method was preferred to the ground truth
(perfect confusion=50%)

Karsch. et al. Gardner et al. Ours
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[1] Gardner, M.-A. et al., Learning to Predict Indoor Illumination from a Sin-
gle Image, ACM Transactions on Graphics, 2017.
[2] Karsch, K. et al., Automatic scene inference for 3d object compositing,
ACM Transactions on Graphics, 2014.

REAL-WORLD COMPARISON
Compare the appearance of a real and a virtual bunny in the same
scene, including some outside the learning domain (e.g. outdoor)
Can you spot which is which?

QUANTITATIVE COMPARISON
Render comparison against Envydepth (manual depth annotation)

Ground truth Prediction
ours (2) ours (3) ours (5) Gardner et al.
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